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Why? 

Detailed And Comprehensive Model 

Several Different Sources Of Data: Documentation And Code 

Solution: 

CDM AI Enabled Tutor:

● Teaches Concepts
● Provides Examples
● Provides References To Documentations and Source Code



Optimizing Retrieval-Augmented Generation for CDM 

Applying Large Language Models (LLMs) to financial pre-competitive use cases presents unique challenges, 
particularly in RAG on CDM documentation. Effective fine-tuning, integration of expert feedback, and 
synthetic trade data generation are critical hurdles in leveraging AI for standardizing derivative contracts. 
How can we optimize these processes to enhance accuracy, reliability, and adoption?



Large Language Models (LLMs): 
Transforming Information Consumption and Generation

Large Language Models (LLMs) are fundamentally disrupting how we work, consume, and generate 

information. By leveraging vast amounts of data, LLMs provide new ways to interact with and understand 

content, making them indispensable tools for modern enterprises. 

Their distinct features include:

● "Picture" of the World and “logical” decision-making;

● Focus on main elements in the provided information and ability to generalize;

● Ability to follow Instructions and generate controlled output;

● Awareness of Structured Query Language (SQL) syntax and dialects along with 

other programming languages.



Limitations of LLMs in Corporate Environments

1.  What Corporate Information Exists?

2.   Where Is Corporate Information Stored?

3.   How to Retrieve Corporate Information?

4.   Who Can Access What Information?

5.   What Are the Quality Metrics?

6.   Who Owns the Data and How Is It Processed?

7.   What is the Cost of Data?

Limitations of Foundation Models and LLMs lie primarily in their UNAWARENESS of the 

Corporate Information Landscape:



Augmenting LLM’s Generative Capabilities with 
Corporate Information

Retrieval-Augmented Generation (RAG) is the process of optimizing the output of 

a large language model, so it references an authoritative knowledge base outside of its 

training data sources before generating a response. 

RAG extends the already powerful capabilities of LLMs to specific domains or 

an organization's internal knowledge base, all without the need to retrain the model.

Source: https://aws.amazon.com/what-is/retrieval-augmented-generation/ 

What is Retrieval-Augmented Generation?

https://aws.amazon.com/what-is/retrieval-augmented-generation/


Retrieval-Augmented Generation (RAG) Concept



Flow Diagram



Architecture Diagram
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Demo
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